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Abstract—We consider Boolean networks defined on directed graphs in which the state of every node belongs to the set \(\{0, 1\}\). We think of a node in state 1 as having ‘failed’. The state of every node at the next time instant is a function of the states of those nodes that link to it. Nodes fail according to a set of rules, and once a node fails it stays so forever. We develop a mathematical framework that allows us to find the smallest set of nodes whose failure at time zero causes the eventual failure of all nodes in a desired target set. Our methods are based on modeling network dynamics using Boolean polynomials and exploiting their properties. Rather than propagating the state forward using a nonlinear map, we characterize all possible steady-state configurations as the fixed points of the network’s dynamics, and provide a simple algorithm for finding all such ‘stable’ configurations. We demonstrate the utility of our framework with the help of illustrative examples.

Index Terms—Boolean networks, Boolean polynomials, cascading failures

I. INTRODUCTION

There is a growing need for the analysis of cascading behavior in large-scale networks [1]–[5]. The list of applications for such work includes prevention of epidemics, inciting social change, viral marketing, and the prevention of blackouts in power networks and the emerging smart grid. For instance, in viral marketing one wishes to induce a cascade and cause wide adoption of a product in the marketplace by selectively targeting initial customers. On the other hand, it may be desired to prevent cascading blackouts and increase the resilience of the power grid against hostile threats by identifying and protecting key infrastructure.

General classes of network cascades have proven to be difficult to analyze for a number of reasons as documented in [6]. In particular, cascades are a result of inherently nonlinear dynamics that do not lend themselves well to linearization schemes. Multiple approximation-based approaches for the analysis of cascading behavior have thus emerged in the literature. In one line of attack, a randomized version of the original problem is considered and the probabilistic setting is exploited to render a tractable problem [7], [8]. Another approximation method is to consider a lumped representation in which certain characteristics of the network are modeled in an aggregate sense, such as the compartmental models used in epidemiology [3], [9]. These approaches have been fruitful in providing some insight into networks and their behavior, but also intrinsically result in the loss of information about the actual states of individual nodes and/or the network topology. In a different line of attack, exact mathematical models are proposed to describe network dynamics in [10]–[13]. Our work fits into this category, in that we develop a general framework without approximations.

In this paper we consider finite Boolean networks which lack a recovery mechanism, where by the latter we mean networks in which once a node fails it remains failed indefinitely. We provide a method for the computation of the minimal initial failures (hereafter also referred to as perturbations) required to force the eventual failure of any target set of nodes. We do this by formalizing the concept of stable configurations, ones which will cause no further changes in the network’s state, and we present an algorithm to find all such configurations. We then search the stable configurations for patterns which can be exploited to construct minimal perturbations to catalyze cascades. These patterns provide a description of the most important initial node failures in order to cause large-scale network failure.

While this paper was under review we became aware of [11]. In the present work we consider a smaller class of networks than those in [11], but exploit this restriction to deliver computational tools for the design of network cascades. The work of [11] uses the structure of generalized maps and their fixed points to describe large classes of network behavior. On the other hand, in this paper we use more restricted functions in the form of Boolean polynomials on a smaller class of networks. In this context, the roots of these polynomials are equivalent to the fixed points discussed in [11], but by limiting our focus we are able to explicitly calculate the minimal perturbations which lead to cascades.

II. PROBLEM STATEMENT

In this work we consider networks, described by graphs, in which the state of every node evolves in discrete time and takes values in \(\{0, 1\}\). We refer to the 1-state as failure. Nodes have (possibly different) rules that dictate their state at the next time instant as a function of the state of those nodes they interact with. We assume that once a node has failed it will remain so thereafter. The main focus of the present work can be summarized as follows.

Main Problem: Given a set of target nodes, and the failure rule for every node, find a set of nodes with minimal cardinality whose failure at time \(t = 0\) causes the failure of all target nodes in steady-state.

Clearly, as a special case one can seek the fewest number of initial failures that will lead to full network failure.
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Given the nodal failure rules, it is generally an easy task to discover what failure configurations will cause the failure of a given node at the next immediate time step. However, as networks grow in size and complexity it becomes increasingly difficult to determine all of the initial failure configurations which will lead to the eventual failure of some node or set of nodes.

III. Mathematical Preliminaries

This section will serve to introduce the basic mathematical structures which we will use to develop our theory. Before proceeding, we note that in this work we use the terms vertex and node interchangeably; the same applies to the terms edge and link.

Definition: Let \( X = (V, E) \) denote a network with vertex set \( V \) and edge set \( E \). Take \( \mathcal{C}_X = \mathbb{F}_2^V \) to be the configuration space of the network \( X \), where \( \mathbb{F}_2 \) denotes the field consisting of \( \{0, 1\} \) and \( n \) is the number of vertices.

The configuration space of a network is thus the collection of binary sequences of length equal to the cardinality of \( V \), where every configuration is an ordered \( n \)-tuple \( x = (x_1, x_2, \ldots, x_n) \in \mathcal{C}_X \) with \( x_i \in \mathbb{F}_2 \). We recall that unit entries in \( c \) imply the failure of the corresponding node. In this work we will only concern ourselves with finite networks.

To develop the mathematics needed for our analysis, it is helpful to make the following simple observations. It is obviously true that \( 0^2 = 0 \) and \( 1^2 = 1 \). Since every element of the \( n \)-tuple in the configuration space \( \mathcal{C}_X \) must take one of these values then it is necessarily true that \( x_i^2 = x_i \) for every \( x_i \). Additionally, in \( \mathbb{F}_2 \) it is true that \( 1 + 1 = 0 \) so that the addition of one to \( x_i \) is equivalent to toggling the value of \( x_i \). Finally, if we consider \( 0 + 0 = 0 \) and \( 1 + 1 = 0 \) it is clear that \( x_i + x_i = 0 \).

Lemma 3.1: For each configuration \( c \in \mathcal{C}_X \) there exists a unique polynomial \( h_c : \mathcal{C}_X \rightarrow \mathbb{F}_2 \) such that \( h_c(x) = 1 \) if and only if \( x = c \).

Proof: Recall that \( c \) represents a binary \( n \)-tuple and that adding one to a variable in \( \mathbb{F}_2 \) toggles its value. Let

\[
  h_i(x_i) = \begin{cases} x_i & \text{if } c_i = 1, \\ 1 + x_i & \text{if } c_i = 0. \end{cases}
\]

Observe that \( h_i \) is a Boolean polynomial for each \( i \) and take \( f_c(x_1, x_2, \ldots, x_n) = \prod_{i=1}^{n} h_i(x_i) \), which is also a Boolean polynomial. By this construction we see that \( f_c \) is one only if \( h_i = 1 \) for all \( i \). This is clearly the case for the configuration \( c \). Additionally, for any configuration \( c' \neq c \) at least one of the digits of \( c' \) and \( c \) would differ, say the \( i \)-th digit. In that case \( h_i(c') = 0 \) and therefore \( f_c(c') = 0 \). This completes the proof.

Our aim is to build polynomials which take the value one on a specified subset of \( \mathcal{C}_X \) rather than a single configuration. Note that since there are only two elements of \( \mathbb{F}_2 \) the ability to specify configurations on which a polynomial takes the value one implicitly specifies the configurations on which it takes the value zero. In this way we will think of the basic polynomials of Lemma 3.1 as the simple building blocks of more general polynomials and continue in the following manner.

Lemma 3.2: The binary operation \( \lor : \mathbb{F}_2 \times \mathbb{F}_2 \rightarrow \mathbb{F}_2 \) defined as \( y \lor z = y + z + yz \) has the property that \( y \lor z = 0 \) if and only if \( y = z = 0 \).

Lemma 3.2 is standard [14] and the proof is omitted for brevity. We can now use the \( \lor \) operation and two polynomials \( f_c \) and \( f_{c'} \) defined as in the statement of Lemma 3.1 to generate a new polynomial which takes the value one on each of the two configurations \( c \) and \( c' \). In what follows, we demonstrate that this procedure can be generalized to an arbitrary number of configurations.

Definition: Let \( \lor^{n}_{i=1} x_i = x_1 \lor x_2 \lor x_3 \ldots \lor x_n \), which is well defined since \( \lor \) is associative. It is clear that \( \lor^{n}_{i=1} x_i = 0 \) if and only if \( x_i = 0 \) for all \( i \).

The following theorem allows us to define polynomials which are one on any arbitrary subset of the configuration space of the network and zero on its complement.

Theorem 3.3: Let \( C \subset \mathcal{C}_X \). There exists a polynomial \( F_C : \mathcal{C}_X \rightarrow \mathbb{F}_2 \) such that \( F_C(c) = 1 \) for every configuration \( c \in C \), and \( F_C(x) = 0 \) if \( x \notin C \).

Proof: Since the network is finite, \( \mathcal{C}_X \) is countable and thus \( C \) is countable. Therefore \( F_C(x) = \lor_{c \in C} f_c(x) \) is well defined. It is clear that by this definition \( F_C = 1 \) on \( C \) since if \( c' \in C \) then \( f_{c'}(c') = 1 \) and thus \( \lor_{c \in C} f_c(c') = 1 \). If \( x \notin C \) then \( f_c(x) = 0 \) for all \( c \in C \) and so \( F_C(x) = 0 \).

As we move forward, for \( C \subseteq \mathcal{C}_X \) we will take \( F_C \) to be understood as the polynomial which is one on \( C \) and zero on \( \mathcal{C}_X \setminus C \).

IV. Stable Configurations

In this section we adapt the tools introduced in the previous section to examine node failures. Specifically, we wish to investigate which configurations will induce further failure propagation and which will not. We refer to the latter types of configurations as stable configurations.

For any finite network with a set of failure rules, we will assume that it is possible to generate a collection of sets \( \{C_i\}_{i=1}^n \), where \( C_i \) is the subset of the configuration space which will lead to the failure of the \( i \)-th node at the next time step. It should be stressed for clarity that the \( i \)-th component of all configurations in \( C_i \) must be zero, since the \( i \)-th node can not fail at the next time instant if it has already failed. If the network’s current state belongs to \( C_i \) then the state of the \( i \)-th node will be forced to one at the next time step. We refer to \( \{C_i\}_{i=1}^n \) as the trigger configurations.

\[
  C_i : \text{ trigger configurations of node } i.
\]

We view the specification of network failure dynamics as being equivalent to characterizing the collection of trigger configurations for each node in the network.
**Definition:** Given the set $C_i$ of triggering configurations of node $i$, we call $F_{C_i}(x) : \mathcal{X} \to \mathbb{F}_2$, whose existence was proved in Theorem 3.3, the $i$-th indicator function. For simplicity of notation we hereafter use $F_{C_i}(x)$ and $F_i(x)$ interchangeably.

Notice that $F_i$ takes the value one if and only if the $i$-th node’s state is being forced to change. This property makes the indicator functions appealing building blocks for network analysis. Indeed, if $x(k)$ denotes the configuration of the network at time $k = 1, 2, \ldots$ then the evolution of the state of node $i$ satisfies $x_i(k+1) = x_i(k) + F_i(x(k))$ or

$$x(k+1) = x(k) + F(x(k)),$$

where $F(x) = (F_1(x), F_2(x), \ldots, F_n(x))$. Motivated by (1) we make the following definition.

**Definition:** Define the map $\psi : \mathcal{X} \to \mathcal{X}$ as one which satisfies

$$\psi(x) = x + F(x)$$

and refer to it as the evolution map. Define stable configurations as those which satisfy $F_i(x) = 0$, or equivalently $F_i(x) = 0$ for $i = 1, 2, \ldots, n$. Finally, let

$$G(x) = \bigvee_{i=1}^n F_i(x)$$

and refer to $G$ as the characteristic function of the network.

Clearly, if $G(x) = 0$ then each of the indicator functions $F_i$ must be zero at $x$. We now state the following theorem.

**Theorem 4.1:** The following are equivalent:

(i) $F(\pi) = 0$, i.e., configuration $\pi$ is stable.

(ii) $G(\pi) = 0$.

(iii) $\psi(\pi) = \pi$.

**Proof:** Proofs that these statements are equivalent are routine and are thus omitted for brevity.

Theorem 4.1 provides a natural way to formally partition the configuration space into stable and unstable states$

\mathcal{X} = \mathcal{S} \cup \mathcal{D},$

with$

\mathcal{S} = \{ x \in \mathcal{X} \mid G(x) = 0 \}$

denoting the set of stable configurations and$

\mathcal{D} = \{ x \in \mathcal{X} \mid G(x) = 1 \}.$

We define the following map for the purposes of our forthcoming discussion.

**Definition:** Let $X$ be a network that lacks a recovery mechanism, in the sense that any failed node remains failed. Define $\phi : \mathcal{X} \to \mathcal{X}$ as the map that takes any initial configuration to its corresponding steady-state configuration,

$$\phi(x) = \lim_{k \to \infty} \psi^k(x),$$

where exponentiation on the right is to be understood as repeated composition. It should be noted that the well-definedness of $\phi$ relies on the lack-of-recovery assumption on all network nodes.

**Proposition 4.2:** $\phi(\mathcal{X}) = \mathcal{S}$.

**Proof:** If $x \in \mathcal{S}$ then it is a stable configuration and thus $\phi(x) = x$ so that $\phi\mathcal{S} = \mathcal{I}$ where $\mathcal{I}$ is the identity map. Therefore $\mathcal{S} \subseteq \phi(\mathcal{X})$.

For the reverse direction let $x \in \mathcal{X}$. Since we have assumed that the network lacks recovery then there must exist some positive integer $k$ such that $\psi^{k+1}(x) = \psi^k(x)$. To justify the existence of such a $k$, consider that we necessarily have $\psi^{n+1}(x) = \psi^n(x)$; because nodes cannot return to zero state once failed, if a configuration is not stable then at least one node will change from state zero to one, and thus after $n$ iterations either all nodes will have failed or the network must have stabilized prior. Therefore, given $k$, if we take $\psi^k(x) = x'$ it is clear that $x'$ is a stable configuration and that $\phi(x) = x'$. Since $x$ was an arbitrary element of the configuration space we conclude that $\phi(\mathcal{X}) \subseteq \mathcal{S}$.

In the next section we present a simple algorithm for the computation of $\mathcal{S}$.

**V. Computation of Stable Configurations Using Zero Sets**

In the previous section we defined the set $\mathcal{S}$ of stable configurations as the steady-state result of initial failure configurations. In this section we describe how to find $\mathcal{S}$ using the notion of zero sets, which we define next.

**Definition:** For the Boolean polynomial $p$ we define its zero set as $Z(p) = \{ x \in \mathcal{X} \mid p(x) = 0 \}$.

It follows from the definition of $\mathcal{S}$ that

$$Z(G) = \mathcal{S}.$$  

**Proposition 5.1:** Let $p, q$ be Boolean polynomials. Then

(i) $Z(p \lor q) = Z(p) \cap Z(q)$;

(ii) $Z(p \land q) = Z(p) \cup Z(q)$;

(iii) $Z(1 + p) = Z(\bar{p})$.

**Proof:**

(i) \[ Z(p \lor q) = \{ x \in \mathcal{X} \mid p(x) \lor q(x) = 0 \} = \{ x \in \mathcal{X} \mid p(x) = 0 \text{ and } q(x) = 0 \} = Z(p) \cap Z(q). \]

(ii) \[ Z(p \land q) = \{ x \in \mathcal{X} \mid p(x) \land q(x) = 0 \} = \{ x \in \mathcal{X} \mid p(x) = 0 \text{ or } q(x) = 0 \} = Z(p) \cup Z(q). \]

(iii) \[ Z(1 + p) = \{ x \in \mathcal{X} \mid 1 + p(x) = 0 \} = \{ x \in \mathcal{X} \mid p(x) = 1 \} = \{ x \in \mathcal{X} \mid p(x) = 0 \} \bar{p} = Z(\bar{p}). \]

Recall that $G(x) = \bigvee_{i=1}^n F_i(x)$, and so we can apply Proposition 5.1 to conclude that

$$\mathcal{S} = Z(G) = \bigcap_{i=1}^n [Z(F_i)].$$
We observe that calculating this intersection will be difficult, since we do not know the zeros of each of the triggering polynomials immediately. On the other hand, if we take the complement of \( Z(G) \) in \( \mathbb{C}_X \) we obtain

\[
Z^c(G) = \bigcup_{i=1}^n [Z^c(F_i)] = \bigcup_{i=1}^n C_i,
\]

where in the last equality we have used the fact that \( Z^c(F_i) = C_i \). Once \( Z^c(G) \) is found then taking its complement a second time renders the desired set \( \mathcal{I} = Z(G) \).

VI. CASCADES ON BOOLEAN NETWORKS: MAIN RESULTS

We recall that the main objective of this work is to find initial configurations, also referred to as perturbations, with minimal cardinality that will fail a desired set of target nodes in steady-state. In this section we utilize the results developed in Sections III–V to calculate the minimum perturbations that will fail a specified target set.

**Definition:** Define the norm \( \| \cdot \| \) on the space \( \mathbb{C}_X \) such that if \( x \in \mathbb{C}_X \) then \( \|x\| = \sum_{i=1}^n x_i \). We will use the words norm and cardinality interchangeably. Moreover, for \( x \in \mathbb{C}_X \) define the compatibility of \( x \) to be the set

\[
\mathcal{I}_x = \{ x' \in \mathcal{I} \mid \text{if } x_i = 1 \text{ then } x'_i = 1 \}.
\]

The next proposition gives insight into how combining initial failures restricts the states to which the network is able to stabilize, and is useful in solving the Main Problem.

**Proposition 6.1:** If \( y, z \in \mathbb{C}_X \), and \( x = y \lor z \) by using the definition of \( \lor \) and extending it via component-wise operations on \( \mathbb{C}_X \), then \( \mathcal{I}_x = \mathcal{I}_y \cap \mathcal{I}_z \).

**Proof:** Since \( x \) has component values of 1 where either \( y \) or \( z \) have component values of 1 it is clear that \( \mathcal{I}_x \subseteq \mathcal{I}_y \cap \mathcal{I}_z \). Thus \( \mathcal{I}_x \cap \mathcal{I}_y \subseteq \mathcal{I}_x \cap \mathcal{I}_y \). Therefore \( \mathcal{I}_x = \mathcal{I}_y \cap \mathcal{I}_z \).

**Assumption 1 (Monotonicity of Failures):** Let \( \phi \) be defined as in (3) and let \( x, y \in \mathbb{C}_X \). Then \( \phi \) is such that \( x \leq y \) implies \( \phi(x) \leq \phi(y) \), with the inequality interpreted component-wise.

Assumption 1 is natural for large classes of physical systems, where the addition of more initial node failures increases the number of failures in steady-state.

**Definition:** For \( x \in \mathbb{C}_X \) define \( e_i(x) = x_i \), where \( x_i \) is the \( i \)th element of the \( n \)-tuple \( x \). The lack of a recovery mechanism in particular implies that if \( e_i(x) = 1 \) then \( e_i(\phi(x)) = 1 \).

**Proposition 6.2:** If the network satisfies Assumption 1 and \( x \in \mathbb{C}_X \) then \( \mathcal{I}_x = \mathcal{I}_{\phi(x)} \).

**Proof:** Since we can write \( \phi(x) = \phi(x) \lor x \) then by Proposition 6.1 we have that \( \mathcal{I}_{\phi(x)} = \mathcal{I}_{\phi(x) \lor x} = \mathcal{I}_{\phi(x)} \cap \mathcal{I}_x \), which implies that \( \mathcal{I}_{\phi(x)} \subseteq \mathcal{I}_x \).

For \( c \in \mathcal{I}_x \) we have that \( c \geq x \). This inequality together with Assumption 1 implies that \( \phi(c) \geq \phi(x) \). But \( c \) is a stable configuration, \( c = \phi(c) \), and therefore \( c \geq \phi(x) \). We thus have that \( c \in \mathcal{I}_{\phi(x)} \), which implies that \( \mathcal{I}_x \subseteq \mathcal{I}_{\phi(x)} \).

We are now in position to address the Main Problem stated in Section II. The following proposition is one of the main results of this work.

**Proposition 6.3:** Assume that the network satisfies Assumption 1. The solution to the Main Problem is given by the solution to the optimization problem

\[
\text{minimize} \quad \|x\| \quad \text{subject to} \quad \mathcal{I}_x \subseteq \mathcal{I}_\pi, \quad x \in \mathbb{C}_X,
\]

where \( \pi \) characterizes the desired target nodes for failure. The vector \( \pi \) has an \( i \)-th component of 1 if the \( i \)-th node is targeted for failure and an \( i \)-th component of 0 otherwise.

**Proof:** Proving this amounts to demonstrating the validity of the constraint \( \mathcal{I}_x \subseteq \mathcal{I}_\pi \). Suppose that \( x \) causes the failure of the target nodes, or equivalently that \( \phi(x) \geq \pi \). We may write \( \phi(x) = \pi \lor x' \) for some \( x' \). If we apply Propositions 6.1, 6.2 then we conclude that \( \mathcal{I}_x = \mathcal{I}_{\phi(x)} = \mathcal{I}_{\pi \lor x'} \subseteq \mathcal{I}_\pi \).

On the other hand, suppose that there were an element \( c \in \mathcal{I}_x \) such that \( c \notin \mathcal{I}_\pi \). From \( \mathcal{I}_x = \mathcal{I}_{\phi(x)} \) it follows that \( c \) must also be compatible with \( \phi(x) \). Since \( c \) is not compatible with \( \pi \) then there is some component of \( \pi \) which is one while the corresponding component of \( c \) is zero. Therefore the same component of \( \phi(x) \) is also zero and thus \( x \) will have not failed all of the target nodes.

A useful observation is that the constraint \( \mathcal{I}_x \subseteq \mathcal{I}_\pi \) is equivalent to \( \mathcal{I}_x \cap (\mathcal{I}_\pi^c) = \emptyset \). A method of solving the optimization (6) is given in Algorithm 1, and is based on replacing the first constraint in (6) by \( \mathcal{I}_x \cap (\mathcal{I}_\pi^c) = \emptyset \). A simple application of Proposition 6.3 and Algorithm 1 is demonstrated in the ‘Square Network’ example below. This procedure is also used for computing the solutions to the cascade problems presented in Section VII.

**Algorithm 1 Solution of (6)**

1: given trigger configurations \( \{C_i\}_{i=1}^n \), and target \( \pi \).
2: Compute \( \mathcal{I} \) using (4)-(5).
3: Arrange elements of \( \mathcal{I} \) as rows of matrix \( S \), omitting all rows in compatibility of target.
4: for \( k = 1, 2, \ldots \) do
5: if \( k = 1 \), set \( x = (0, 0, \ldots, 0) \).
6: Set \( s_1 \) equal to sum of elements in \( i \)-th column of \( S \).
7: Take \( i^* \) as index corresponding to minimal \( s_i \), if minimal not unique take smallest such index.
8: Set \( i^* \)-th element of \( x \) equal to 1.
9: if \( s_{i^*} = 0 \) quit, else omit all rows of \( S \) which have 0 in their \( i^* \)-th element.
10: end for
Example (Square Network): Consider the square network in Fig. 1. We assume a failure rule that forces a node to fail if its two neighbors have failed. We explicitly list the triggering configurations of each node in the following table.

<table>
<thead>
<tr>
<th>(C_1)</th>
<th>(C_2)</th>
<th>(C_3)</th>
<th>(C_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0,1,0,1))</td>
<td>((1,0,1,0))</td>
<td>((0,1,0,1))</td>
<td>((1,0,1,0))</td>
</tr>
<tr>
<td>((0,1,1,1))</td>
<td>((1,0,1,1))</td>
<td>((1,1,0,1))</td>
<td>((1,1,1,0))</td>
</tr>
</tbody>
</table>

With the aid of this table we can calculate the stable configurations using Proposition 5.1 and (5) to obtain the sets \(Z^c(G)\) and \(\mathcal{I} = Z_G(G)\).

![Fig. 1: The Square Network](image)

Theorem 6.4: If the network satisfies Assumption 1 and \(x \in \mathcal{C}_\mathcal{I}\) then \(\mathcal{I}_x\) has a unique minimal element with respect to the norm, and furthermore \(\phi(x)\) is the minimal element of \(\mathcal{I}_x\).

Proof: Since \(x_i = 1\) implies \(c_i(\phi(x)) = 1\), it is necessarily true that \(\|\phi(x)\| \geq \|x\|\). First consider the case when \(x \in \mathcal{I}\). In this case we have that \(x\) is a minimal element of \(\mathcal{I}_x\) and that \(\phi(x) = x\). Thus we only need to show that this element is unique. This is obvious, however, because if there is an \(e \in \mathcal{I}_x\) such that \(\|e\| = \|x\|\) then \(c = x\) since \(c_i = 1\) if \(x_i = 1\).

Therefore all that remains to be shown is the case when \(x \notin \mathcal{I}\). In this case we utilize Proposition 6.2, which states that \(\mathcal{I}_x = \mathcal{I}_{\phi(x)}\). Since \(\phi(x)\) is a stable configuration and thus belongs to \(\mathcal{I}\) then we know that \(\mathcal{I}_{\phi(x)}\) has a unique minimal element \(\phi(x)\). Hence the unique minimal element of \(\mathcal{I}_x\) is \(\phi(x)\).

The power of Theorem 6.4 is that it provides an explicit way to obtain the stable state \(\phi(x)\) which will be reached by a network with initial perturbation \(x \in \mathcal{C}_\mathcal{I}\). Given initial configuration \(x\), we find the minimum norm stable configuration which contains \(x\). Equivalently, \(\phi(x)\) is equal to the unique solution of the optimization problem

\[
\text{minimize } \|y\| \\
\text{subject to } y \in \mathcal{I}_x.
\]

VII. ILLUSTRATIVE EXAMPLES

This section will serve to further demonstrate the utility of the developed framework. In each example network that follows, we choose our target to be the whole network; in other words we seek a minimal initial failure set which results in eventual full network failure. We color nodes to indicate their state at time \(t = 0\); operational/healthy nodes are shown in green and failed nodes in red.

We begin with the simple example in Fig. 2, inspired by small-world networks. Here, each node is connected to four other nodes and all links are undirected. The failure rules are that a node will fail if at least two of its neighbors have failed. We now employ the tools developed in the previous sections. A minimal, though not necessarily unique, initial perturbation which satisfies our full failure requirement is depicted using red colored nodes in Fig. 2.

For our next example we use the network in Fig. 3. Each node is influenced by four other nodes and all links are directed. The failure rules are that a node will fail if at least two of the nodes which influence it have failed. A minimal initial perturbation which generates full network failure is depicted using red colored nodes in Fig. 3. This example is substantially less structured than the last, but our framework reveals that the entire network can be failed with just two initial node failures. We stress again that this solution may not be unique.
VIII. CONCLUSIONS

In this work we consider finite Boolean networks that evolve in discrete time. A node, once in failed state, stays in that state indefinitely. We develop a framework to analyze such networks using Boolean polynomials. Specific contributions of importance are the construction of the network characteristic function, the computation of the stable configurations, and the generation of minimal initial perturbations/failures. The latter two of these constructions rely on the assumptions that the nodes take binary states and that the nodes lack a recovery mechanism. Further research is being pursued in order to eliminate or weaken the need for these assumptions. Specifically, the requirement that the nodes of the network take binary states is particularly restrictive, since there are numerous network applications with state spaces that are not binary; see for instance [12], [13]. Finally, an exact characterization of the computational complexity of our approach is the topic of current research.
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